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Terms of reference for the inquiry:

a)
That a Joint Select Committee on Cyber-Safety be appointed to inquire into and report on: 

i.
the online environment in which Australian children currently engage, including key physical points of access (schools, libraries, internet cafes, homes, mobiles) and stakeholders controlling or able to influence that engagement (governments, parents, teachers, traders, internet service providers, content service providers); 

ii.
the nature, prevalence, implications of and level of risk associated with cyber-safety threats, such as: 

· abuse of children online (cyber-bullying, cyber-stalking and sexual grooming); 

· exposure to illegal and inappropriate content; 

· inappropriate social and health behaviours in an online environment (e.g. technology addiction, online promotion of anorexia, drug usage, underage drinking and smoking); 

· identity theft; and 

· breaches of privacy; 

iii.
Australian and international responses to current cyber-safety threats (education, filtering, regulation, enforcement) their effectiveness and costs to stakeholders, including business; 

iv.
opportunities for cooperation across Australian stakeholders and with international stakeholders in dealing with cyber-safety issues; 

v.
examining the need to ensure that the opportunities presented by, and economic benefits of, new technologies are maximised; 

vi.
ways to support schools to change their culture to reduce the incidence and harmful effects of cyber-bullying including by: 

· increasing awareness of cyber-safety good practice; 

· encouraging schools to work with the broader school community, especially parents, to develop consistent, whole school approaches; and 

· analysing best practice approaches to training and professional development programs and resources that are available to enable school staff to effectively respond to cyber-bullying; 

vii.
analysing information on achieving and continuing world’s best practice safeguards; 

viii.
the merit of establishing an Online Ombudsman to investigate, advocate and act on cyber-safety issues; and 

(b)
Such other matters relating to cyber-safety referred by the Minister for Broadband, Communications and the Digital Economy or either House.
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Committee met at 10.17 am

unknownunknown1THOMPSON, Mr Mozelle, Advisory Board and Policy Adviser, Facebook Inc.

Evidence was taken via teleconference—

100001CHAIR Named0CHAIR (Senator Wortley)—Before we begin the hearing, I require a committee member to move that we authorise publication of submission No. 123, from Roger Clarke.

00AUF1Barnett, Sen Guy0Senator BARNETT—I so move.

100001CHAIR0CHAIR—Thank you. I now declare open this public hearing of the Joint Select Committee on Cyber-Safety and, on behalf of the committee, express our thanks to all the witnesses for being available. We welcome our first witness. Thank you for participating in the inquiry. Before proceeding, I would like to remind you that this is a public hearing and is being recorded by Hansard and broadcast. I believe it has been explained to you that we cannot extend to you the usual parliamentary privilege that protects people in Australia from being sued for any comments they make when talking to us. You will be protected from being sued in Australia but not from the possibility of being sued in the United States. Accordingly, I urge you not to make any potentially defamatory comments about individuals. However, comments about government processes or policies will be safe and of most use to us. As I mentioned, we will be recording these discussions. At the end of hearing, I will propose that the committee authorise publication of the transcript. Do you wish to make any introductory remarks before we proceed to questions?

unknown1unknown1Mr Thompson—I was wondering whether I could have five or so minutes to talk a bit about the things that Facebook is doing now. It may provide you with some background information.

100001CHAIR0CHAIR—Mr Thompson, we have the clock set on five minutes!

unknown1unknown1Mr Thompson—Firstly, thank you, Chair Wortley, Deputy Chair  Hawke and members of the parliamentary joint committee for inviting me today to talk about the important issue of cybersafety and the work that Facebook is doing in this important area. I have been advising Facebook since 2006. I am a former Commissioner of the US Federal Trade Commission and I have worked on internet safety issues since at least 2007. I have served on such bodies as the UK Home Office Taskforce on Child Safety and the EU Internet Safety Working Group. I presently serve as an advisor to WiredSafety.org, an international online safety organisation for children and teens. I am also happy to say that I have enjoyed working with the Australian government for many years, and I am presently serving on the International Reference Group for the Government 2.0 Taskforce and as a partner of broadband department’s consultative working group on child safety.

It has been nearly a year since I appeared before the last joint committee and talked about social technologies, and since then there have been many developments. I can also tell you I wish I were down there with you. We are just finishing up the last blast of cold air here from the winter time, so I really wish I were with you! As you may know, Facebook turned seven just a few weeks ago and, from its simple beginnings in a Harvard dorm room, it has grown to over 500 million active users around the work, who use it to share information that is important to them—their likes, their interests, their families, their photos and even their religious and political views. Facebook’s mission is to enable people to connect with each other, and to do it in a safe and secure environment that they trust.

 Based on this trust and control, people use Facebook to accomplish tasks that were simply unheard of only a few years ago, whether it is reconnecting with lost friends and family, organising to benefit causes like disaster relief, or giving voice to democratic debate. The facts that these technological innovations exist and that they are provided free of cost to users are often taken for granted. But, as you might imagine, meeting the privacy and security needs over 500 million people is a challenge, as some prefer to be more open and others choose to limit the information they share. Because of that, Facebook gives people robust tools and strives to give people as much choice as possible while creating privacy options that are simplified enough that people can make well informed decisions. Facebook constantly innovates in this area and is looking for better and new ways to enhance how people share information in a trusted environment they control—in fact, Facebook has not only grown into a social website, it has grown into a platform that is facilitating an increasingly social web. There are now over 750,000 applications on Facebook. But Facebook is not open to everyone. You must be 13 years or older to use this site.

I want to talk a little bit about Facebook and safety, because Facebook believes in creating a culture of respect, and safety is a shared responsibility. That is why they were thrilled that President Obama invited them to play a key role in the cyber-bullying summit last week, to talk about the important issue of bullying prevention. We know that it can happen anywhere—the classroom, the schoolyard, college campuses or in the workplace and through the use of new technology—so it is only fitting that everyone—parents, kids, educators, safety experts, researchers and companies, including Facebook—come together to discuss how we can create a culture of respect wherever they are. Facebook do this in several ways. First, they require that people use their real names and identities, so they are more accountable for their actions. Facebook also works with experts and members of their safety advisory board to build industry-leading tools so that they have safety resources that foster a trusted environment where people can share. But, in recognition of last week’s summit, Facebook announced two innovative new safety features that they will be introducing in the coming weeks. First, they are working on a new social reporting feature that is social by design. Facebook have always had a comprehensive system for people to report content, which has been effective at keeping inappropriate content off the site. Now they will be adding a unique feature developed by cyber safety experts that will let people report content to someone in their support system, like a parent or a teacher, who may be able to address the issue more directly. Facebook hopes that features like this will not only help to remove the offensive content but also help people get to the root of the social problem of bullying.

Facebook has been testing and improving the social reporting over the past few months and soon it will be available globally. You can find out more by going to the following website—http:\\on.sb.me\et3ndd. I will provide this in a written document for the committee so you will be able to look at it. It will show you the prototype of the social reporting system.

The second innovation that they announced was an improved safety centre with more multimedia resources. Facebook’s current safety centre, which is at facebook.com/safety provides targeted information for parents, educators and teens looking for answers to top questions about online safety. In the next few weeks Facebook will incorporate new educational videos, external resources from renowned experts, downloadable materials for people to share and more. In addition to working with the people mentioned above, they are also looking for teens, to get their perspective and advice on using these technologies wisely. The goal is to encourage a conversation around safety so that people can make smart choices wherever they are. Over time, Facebook will continue to invest significant energy, money and resources in adding content and tools to the safety centre. It will always be growing and improving. These new resources will help parents, teachers, kids and safety experts and Facebook itself.

I want to talk about Facebook and security, because there are also some new things here. Facebook has been engaged in multiple initiatives to educate people about online safety as well as clamp down on those who seek to exploit the web to their benefit. Facebook provides interested people with the security tips and resources through the Facebook security page, which has over 3½ million fans—it is at facebook.com/security. It also gets about two million impressions each post that it makes. In January 2010 Facebook partnered with antivirus leader McAfee to integrate a scan and repair tool into their remediation process so that Facebook users whose computers are infected with malware can download free versions of McAfee software. In January 2011 Facebook did something that really got a lot of attention: it launched optional htpps encryption across the entire site by adding in its suite of advanced security features the ability to be notified if your account is accessed by an unapproved device, to view and manage active Facebook sessions in a central location in your account and to request a one-time password or to report non-trusted devices. That means that the security system now used on Facebook has increased significantly, and it was one of the direct requests by privacy advocates.

100002CHAIR0CHAIR—Mr Thompson, we will give you a minute to finish off your opening statement. We really need to move to questions.

unknown2unknown1Mr Thompson—I want to talk about Facebook in Australia now. That is how I will finish. Right now, Facebook has nearly 11 million active users who have visited the site in Australia within the past 30 days. Over nine million users visit every week and over seven million visit every day. Experts in Australia have talked about their research recently about how Facebook is instrumental in Australia as a community building tool, especially in times of disaster like the flooding in Queensland. When I was there the last time before you, I talked about Facebook’s 24/7 user operations to respond to emergencies. That involves close working relations with organisations like the AFP and state police forces. This year, Facebook security people travelled around Australia, meeting with law enforcement officials and sharing best-practice ideas. We have developed a closer relationship with these groups. On child safety, this past year Facebook has been an active member of the consultative working group and their important initiative like the cybersafety help button, and we are working with them right now to develop an online safety guide that can be made available to the public and describe various safety tools on sites like Facebook.

100002CHAIR0CHAIR—Thank you Mr Thompson. We are going to have to finish it there. What we will do, though, is provide you with a couple of minutes just to finish off, should there be anything additional that you have not been able to say in response to questions. We will proceed now to questions. The first question that I have relates to Facebook’s presence in Australia. I know that when you appeared last time we spoke about having a presence here in Australia.

unknown2unknown1Mr Thompson—That was the last thing I was going to say. We are presently in a search for a policy person in Australia. We went there in January to interview several candidates, and I think we are vetting some of them now. We should be making an announcement soon. We have had an ongoing search for a person in Australia, and that person will be hired very shortly.

100002CHAIR0CHAIR—Thank you. What I will do now is move to Senator Barnett, who has some specific questions relating to his state.

00AUF2Barnett, Sen Guy0Senator BARNETT—Thank you, Mr Thompson, for being with us via teleconference; we are sorry you are not with us in person, and obviously very pleased to hear of your plans to appoint a person—at least one, perhaps more I hope, in due course—in Australia. We look forward to hearing more details about that. I understand you have had advance notice of the concerns I am about to raise with you; they relate to the complaint mechanism and the take-down procedures at Facebook, with respect to a Facebook page which was set up specifically for Martin Bryant, a mass murderer in Tasmania some years ago. The Facebook page was set up, as you probably know, some weeks ago. It caused an enormous amount of grief, offence and public angst in Tasmania. It was clearly identity fraud and identity theft and, as I said, has caused much angst. Shortly after that, the Facebook page of Joe Palmer, a TV presenter, was set up without her knowledge or consent—clearly, again, a case of identity theft. You have a mechanism for receiving complaints, which I have read with some interest. You have rights and responsibilities set up on your Facebook page that Facebook apparently abides by. My question relates to your take-down notice for those two particular instances. Why did it take so long? What procedures are in place to take it down? Do you liaise with the law enforcement offices in Australia if there are illegal sites that are put up? We are very concerned about identity theft and cyber-stalking in particular. I am wondering if you could respond to those two particular concerns.

unknown2unknown1Mr Thompson—Sure. First of all, it is good to talk to you again. I remember we met the last time I was there. I went back to the company to do some research on some of the issues that you just raised. We were able to take a look from user operations of how they handled these complaints.

With regard to the Martin Bryant case, we understand how that could be very disturbing for the public. We looked at when the report was taken. It was reported by a fax on 23 February, and it was immediately escalated by removing the page and disabling the user. We saw that it was removed within 72 hours. The first thing that we do is to try to figure out who the person is who is making the complaint, and the first priority is whether it is a matter of life or safety. The second thing is whether there is someone who looks like they are impersonating somebody else. So it was taken down in 72 hours.

00AUF2Barnett, Sen Guy0Senator BARNETT—From your notification. Clearly it was not the case in Tasmania. It was up for longer than 72 hours. You are saying that it is 72 hours from when you were notified.

unknown2unknown1Mr Thompson—Right. We got a fax with the request that we remove it, so we removed it. I thought that was pretty responsive, especially because sometimes people also do pranks, too. They try to remove other people’s sites, so we do an investigation. It is possible that someone has complained to someone in government before then, but the first we heard of it was on the 23rd.

100002CHAIR0CHAIR—Thank you, Mr Thompson. In relation to taking something down, you are saying now that it depends on the position of the person who is requesting it rather than what the particular issue is. Is that correct?

unknown2unknown1Mr Thompson—No. I am saying that it depends on the nature. First of all, this was taken down because it violated our terms of service. Our terms of service statement is reasonably conservative. It talks about things that are hate speech or hurtful, and that is why this was taken down. This could have been a complaint that was lodged by anyone. I do not know from my report who sent the fax that asked that this be removed, whether it was an official or anybody else. I just know that it was acted upon within 72 hours of when we received the fax on the 23rd.

100002CHAIR0CHAIR—Thank you, Mr Thompson. More generally, if a complaint is put through to Facebook, what process is used to determine the priority? Are they prioritised? Are they dealt with as they come through?

unknown2unknown1Mr Thompson—Yes, they are prioritised. The first priority is that if something threatens someone’s health and safety—if someone says they are going to commit a crime, they are going to blow up a school, they are going to kill themselves or they are going to hurt others—those are the first ones that are prioritised. Also, there is a priority if there are illegal activities—anything from someone going to be engaged in a robbery or vandalism or someone who looks like they are engaged in, for example, stalking children or trading in what I call purely illegal content. We have working relationships now with the AFP and the state police departments so that we can highlight those things right away. In fact, I know that there were at least one or two cases where, through our work in highlighting some child paedophile rings, we were able to organise the FBI here in the States, the Royal Canadian Mounted Police, Scotland Yard and the AFP to arrest many people. It was a cross-border ring.

HWO2Hawke, Alex, MP0Mr HAWKE—I have had an experience in relation to a take-down notice, which was quite positive for a constituent. I encourage you to be prompt in responding to those things. It matters a lot to the people involved. I have a line of questioning in relation to Facebook from our committee’s inquiries—and I will be interested in your responses—concerning the minimum age of users. As you have outlined again today, that is 13. Do you accept that there are people younger than 13 who are using Facebook?

unknown2unknown1Mr Thompson—I accept that there are people who lie, and sometimes those are younger people who maybe do not belong on the site. Facebook has mechanisms to try to detect them, but it is not perfect. One of the challenges, ever since I started working at the FTC in Washington, is that there are not really mechanisms in most Western societies to verify whether you are a kid; they are all geared towards verifying that you are an adult, whether with a driver’s licence or something else. So we do things like ‘age gating’, so that if you put in the wrong age once, a cookie on your machine will block you. We also, through algorithms, try to detect patterns of speech and things that look like you are not likely to be over 13, and we remove people. We also take complaints from teachers or other people in the network that you are involved in if you do not belong there, and we remove people. I think the last statistic I heard is that Facebook removes 20,000 people a day, or people who are underage. That being said, I will also say that one of the things Facebook tries to do is create a level of protections that go across all users.

There are things that happen that are invisible to you. For example, if you declare that you are under 18, then there are technological blocks that prevent people over 18 from contacting you. It also means that some of your settings will never be fully open to everyone, because you cannot do that if you are under 18. So there are certain things that Facebook does simply because it recognises that it wants to treat people under 18 differently, including the possibility that they might be children.

HWO2Hawke, Alex, MP0Mr HAWKE—Thank you for that answer. I am interested in some of the parts of it. Moving on from that, one of the focuses of this inquiry is, of course, Australian children, access points for the internet and how they engage online socially. That is probably my main concern in relation to the operation of this committee. You say 20,000 people a day are being taken down from Facebook for underage violations. Do you have any estimates of how many people under the age of 13 would be amongst those 11 million active users in Australia?

unknown2unknown1Mr Thompson—I do not know offhand, but it is something that happens on a regular basis. One of the things sites like Facebook is exploring is whether they may be able to offer something for people who are under 13. The challenge is that you do not want to create a culture where people lie. The company is thinking about those things right now. This is a big challenge across the web, and I think Facebook probably does it better than most, because it relies also on community policing. It relies on other people who are in your school and other places that you are. You are there with your friends or with people you want to be friends with. They know who does not belong, and they report it. Reporting is important. 

HWO2Hawke, Alex, MP0Mr HAWKE—Thank you, Mr Thompson. Perhaps I could just jump in there. Sorry to cut you off, but time is running short. I have a question to finish off this line of questioning. You mentioned some algorithms and other mechanisms, which, I appreciate, are one methodology. But, as you acknowledge and as I would say anecdotally—and members of this committee would tell you—if you go to any groups of parents in our communities they would laugh if you suggested that there is nobody under the age of 13 on Facebook. In fact, there are plenty of kids out there. I understand your point about lying—that is against your policy—but we are talking about very, very young children here. What specific mechanism do you have in place now that you have acknowledged that there are large numbers of under-13-year-old children on Facebook, to deal—

unknown2unknown1Mr Thompson—I did not say that. I said that there are people who are under 13. I did not say ‘large’—

HWO2Hawke, Alex, MP0Mr HAWKE—I would suggest to you that there are more than a few.

unknown2unknown1Mr Thompson—because I do not know.

HWO2Hawke, Alex, MP0Mr HAWKE—From my own experience as well as the inquiries of this committee, I would suggest to you that there are quite a few on Facebook. So I am just asking you whether you have a specific mechanism in place to address this, because there are implications of having very, very young children—

unknown2unknown1Mr Thompson—I outlined some for you. This is something that we work on all the time. There are a lot of things that happen on Facebook that do not happen every place else, like limits on nudity, hate speech and other things. You cannot do those things on Facebook.

100002CHAIR0CHAIR—Thank you, Mr Thompson. We are going to move to Mr Perrett, who has questions. I am just mindful of the time.

HVP2Perrett, Graham, MP0Mr PERRETT—Continuing with much the same question that Mr Hawke asked, I am going to admit here that before I turned 18 I drank alcohol. It was socially something that was desirable for people younger than 18. Facebook is exactly the same. It is obviously socially desirable for people who are under 13 to be on Facebook. You are talking about one million people a year who lie or are knocked off Facebook. One million people a year are the ones you catch with your algorithms. Surely the logical extension of this is that we need to have parental permission for someone under 18 to go on Facebook. We were at schools recently where every second kid we spoke to, without naming those kids—and they were all under 13—were all on Facebook. You cannot just wilfully sell alcohol to people under 18 and say, ‘Our policy is that we do not sell to liars’. You have to do something a bit more proactively than that, than just say, ‘We don’t want people to lie.’

unknown2unknown1Mr Thompson—I understand that, but I think that the company does do proactive things. It does provide education. It does go out and age gate so that people cannot lie. It does what is the best available, plus. As I said, one of the challenges that the company is thinking about is: is the alternative perhaps to provide a better way for younger people to use Facebook with their parents? They are thinking about that right now. But, as of right now, I should tell you that the policy is that they do not have under 13s and that they do everything they can to eliminate them from the site.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—My question is a slight change of tack. One of the things that is raised with me quite regularly is that Facebook does change its privacy settings and other settings pretty regularly. The most recent example is that Facebook changed—I am not sure of the details—to advertise the interests that people have with their friends. The first that a lot of people know about these changes to the settings is as a result of friends posting on Facebook: ‘Be careful, Facebook has changed its setting; go in and do this to take it back to the standard.’ With such evolving changes to Facebook—often they are very useful changes but at times they also are things that people have no idea about—should it be up to individual Facebook users to work out what has changed with Facebook and go in to protect themselves, or does Facebook have more of an obligation than it currently does to advertise these changes to explain to people how they affect them, and in fact give them a step-by-step guide on how to put the settings back to what they previously understood?

unknown2unknown1Mr Thompson—Sure. Thank you for the question. I think Facebook does. The most recent change to Facebook settings was to simplify them, because one of the challenges that occurs in any technology is that there are some people who want to be able to control everything and some people who want things simplified. There is now an enhanced privacy page and—I can especially say in the past two years—there are many more pop-ups and direct engagement with users to tell them that if you click on this you need to see your privacy settings: ‘click here’. There is much more engagement and, in fact, Facebook was the only site in history to ever take all of its users—I think this was about a year ago—and send them a message that said, ‘You cannot continue to use Facebook unless you review your privacy settings, make adjustments that you want, and confirm.’ That is something that is unheard of on the internet. I think that there is much more user engagement on Facebook. In fact, Facebook has also allowed users to vote on the privacy policy and vote on the terms of service.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—Considering, though, that we get an email at a registered email address every time a friend joins or something happens, as well as advertisements, should there not perhaps be an email letting people know that privacy settings or other things have changed and showing them the steps they need to take? Do you think that is a possibility? It seems that we get emails from Facebook about many other things.

unknown2unknown1Mr Thompson—I think it is the other way around. I think the pop-ups and what we call roosters you get whenever you get to the site is much more engagement than if I sent an email. A lot of people, when they see emails like that, they regard them as spam. It is right there when you are using the site. It gives you a clear warning that something has changed, and says, ‘Please check your Facebook privacy policy and settings.’

I0T2Pratt, Sen Louise0Senator PRATT—I have just updated my Facebook status and have let everybody know that you are giving evidence before us today. I think that is a reflection of the active use of your product in this place. I am interested in perceptions about the extent to which Facebook has changed young people’s views on privacy as a whole, in a general sense.

unknown2unknown1Mr Thompson—That is interesting, looking at how young people look at information generally. As I said, I have been working in this area for a number of years. I think people generally—although it may start with young people—feel as though they want to have more control of their information. The average 15-year-old boy is sometimes his own PR agency. He wants to be able to talk about why he is important—that he is the best skateboarder in New South Wales or the best guitar player in Sydney. Young people especially are much more engaged with the affirmative use of their own information—and it is not just young people; it is older people too. That change has come not only with technology, which is easy to use and does not cost anything, but the fact that you can do all these things, on a hand-held device in real time, that you were never able to do even a couple of years ago. That should change the nature of information, how it is transmitted and how individuals want to use it.

100002CHAIR0CHAIR—Thank you, Mr Thompson. Senator Pratt will come back to you in a moment. I would now like to invite representatives from ninemsn, Microsoft Australia and Yahoo to join Facebook in the discussion.

[10.53 am]

unknownunknown2DUXBURY, Ms Jennifer Jane, Director, Compliance Regulatory and Corporate Affairs Director, ninemsn Pty Ltd

unknownunknown2STRATHDEE, Mr Stuart, Chief Security Adviser, Microsoft Australia

unknownunknown2THOMPSON, Mr Mozelle, Advisory Board and Policy Adviser, Facebook Inc.

unknownunknown2YORKE, Ms Samantha, Legal Director Asia Pacific, Yahoo!7, Australia and New Zealand

100002CHAIR0CHAIR—Thank you for attending. Before proceeding, I remind you that this is a public hearing and is being recorded by Hansard and audio broadcast. Although the committee does not require you to give evidence under oath, I advise you that the hearing is a legal proceeding of the parliament and warrants the same respect as proceedings of both the House and the Senate. The giving of false or misleading evidence is a serious matter and may be regarded as contempt of parliament. Mr Thompson, I remind you again that Australian parliamentary privilege does not extend to the United States. Ms Duxbury, would you like to make an opening statement?

unknown2unknown1Ms Duxbury—My thanks to the committee for the opportunity to attend today and contribute to its inquiry into the complex and challenging subject of cybersafety risks to children and young people. Ninemsn is a joint venture between the Nine Entertainment Co. and Microsoft Corporation. We have been in operation since 1997 and we are one of the largest online publishers in Australia. We operate a network of over 80 websites that are targeted at Australian and New Zealand audiences. We are also the home in this market to the Microsoft search engine Bing and the Microsoft suite of social products: Windows Live Messenger and Windows Live Hotmail. Digital technologies provide a wealth of benefits to Australians and the internet is now the most important source of information to its users in Australia and globally. Digital technology is becoming increasingly integral to our lives. It provides opportunities to educate and inform. It is a major entertainment channel and provides us with a means to communicate and socialise. But we are aware that this technology also poses risks and those risks involve children and young people in particular.

Ninemsn wants to help children and young people embrace the benefits of this technology while reducing their exposure to cybersafety risks. We understand that these risks are very complex. This is in part because of the borderless nature of the internet but also because of the rapid evolution in the technology and changes in how it is being used and consumed. We believe that a cross-sector approach is really needed to tackle these issues effectively. We need to have the involvement of industry, government, consumers, educators, law enforcement and non-governmental organisations. Everyone has an important role to play. We also need to build strong international links to facilitate knowledge sharing with other countries and the development of best practice approaches on all fronts, including education, crime prevention and prosecution and regulatory responses.

We think that education and public awareness programs should be the foundation of the government’s approach to the issue. Our focus has been very much on addressing the digital divide between parents and young people, and in this respect we are a very proud supporter of the ThinkUKnow program, which is an education and awareness program for parents, carers and teachers that has been launched by the Australian Federal Police.

We would also like to see effective cybersafety education embedded in the curricula of every school. We look forward to our discussion with you today.

100002CHAIR0CHAIR—Thank you Ms Duxbury. Mr Strathdee.

unknown2unknown1Mr Strathdee—Good morning. I would like to thank the members of the committee for inviting us here today alongside our partner, ninemsn, to discuss some of the views of cybersafety and how we think this partnership can contribute to improving the internet experience for all online users. I am sure you are well aware of our brand and many of our products. However, I would like to highlight briefly some of our efforts that I feel are particularly pertinent to this topic.

Our submission contained a list of priorities which we believe form the foundation of a strategy which is already delivering tangible results. These priorities are elements of our strategy to (1) improve education and awareness of cybersafety issues. An example of that would be the ThinkUKnow program, where more than 230 volunteers from the AFP, Microsoft and ninemsn have partnered to deliver 251 presentations to over 8½ thousand parents, teachers and carers. The support of the Minister for Home Affairs, Mr Brendan O’Connor, has been critical in its success, and that is highlighted in the fact that we currently have over 88 schools awaiting deliveries of these sessions.

Our second strategic element is to further develop the relationship with law enforcement and government. In terms of cybersafety we believe that being a good corporate citizen means looking for opportunities to work with law enforcement and government to ensure the safety of all Australian citizens. The child exploitation tracking system, or CETS for short, is an example of how Microsoft has heavily invested in building a tool for law enforcement to protect children at risk. This tool is used in many global locations and locally it is being used to support agencies such as the AFP, Queensland Police and now also CrimTrac. Tools such as this and future technologies such as our image fingerprinting technology called PhotoDNA improve the efficiency of investigations and must ultimately make the internet safer for our most vulnerable. Continued development of age verification technologies focuses on us moving more towards being proactive in our protective measures and addressing the issue on a vastly broader scale.

The third element of our strategy focuses on providing clarity of the challenges via research, with leadership derived from a cyber czar or central coordination body. Simply, we feel that further targeted research is required in this area and that leadership across the industry, government and law enforcement will result in more tangible results from this data.

The internet has become an amazingly beneficial tool in communications, education and business. However, the immediacy of the information delivery and access has changed us all. This presents complex challenges in what is a highly dynamic digital environment. Our role as an industry is to continue to provide the tools to facilitate these activities. However, we do need to accept that we may not always be able to predict how these tools will be used.

Many years ago I was told that sitting too close to the television would give me square eyes. As you can all see, that has not eventuated. It is with this hindsight that we need to consider our governance of the internet for future generations. To disconnect or switch off members of the younger generations is to socially dislocate them. Online communities, to them, are just as much a reality as sporting clubs or social clubs were to us in our day.

Finally, Microsoft continues to evolve and innovate in this space, but we need more examples of public-private partnerships. Examples such as Think U Know and CETS are too few and far between. Greater leverage of our global experience, telemetry and insight of future products all spring to mind. Therefore, we would welcome any opportunity to continue to build these relationships.

100002CHAIR0CHAIR—Thank you very much, Mr Strathdee. We will now go to Ms Yorke.

unknown2unknown1Ms Yorke—Thank you for the invitation to participate once again in the hearing process and for being so accommodating of my request to participate by teleconference. Please let me know if you have any trouble hearing me through the connection.

I appeared before the committee in July last year, on the back of a written submission made in May of last year. Therefore I will confine my opening statement to a couple of updates since we last spoke as further demonstration of Yahoo!7’s commitment to empowering our users with information and tools to help improve their safety online.

In December last year Yahoo!7 launched a dedicated safety website in Australia called Yahoo!7 Safely. This site provides information and resources to parents and teenagers on important topics such as managing your digital reputation and learning how to minimise risks on mobile devices, as well as providing guidance on how to use specific Yahoo! products safely. The Yahoo!7 Safely website also promotes valuable government resources, such as ACMA’s Cybersmart website, the ACCC’s SCAMwatch website and the New South Wales Department of Education and Training Digital Citizenship program, in addition to linking to the wonderful work being done by Bravehearts and the Alannah and Madeline Foundation in the not-for-profit sector.

Through ongoing participation in the Consultative Working Group on Cyber-Safety, which is facilitated by the Department of Broadband, Communications and the Digital Economy, Yahoo!7 also contributed to the development of the downloadable cybersafety button that was launched by the department in December last year. We are currently working with the CWG on the development of a guide to safer social networking.

Yahoo!7 is an active member of the Safer Internet Group. We are currently planning a series of Q&A nights, to be held in community libraries around the country, designed to educate the local community about online safety and how to use safety tools that exist within online services, such as safe searching, reporting abuse, blocking other users and so on. Yahoo!7 also supported Safer Internet Day this year for the second time in a row, running advertisements within Yahoo!7 Mail and Yahoo!7 Messenger. We also wrote an accompanying blog post on our corporate blog supporting the day and the ACMA messaging.

In short, Yahoo!7 remains committed to working in partnership with government, the law enforcement community, the children’s charity sector and our industry colleagues to further our shared goals in the area of cybersafety. Thank you very much.

100002CHAIR0CHAIR—Thank you. I now move to the Deputy Chair, Mr Hawke.

HWO2Hawke, Alex, MP0Mr HAWKE—I would like to start with your submissions collectively. We have of course Facebook, ninemsn, Microsoft Australia and Yahoo!7 before us today—very big organisations providing a range of solutions and options for this committee to consider in relation to cybersafety. In all of your submissions there are plenty of suggestions. There are the areas of education and policy improvements. Even having a cyber tsar, as I understand it, is one of the suggestions. There is also the discussion of the potential ombudsman, and a tsar would be in the PM’s office, I understand. None of you really report internet filtering as an effective strategy in relation to dealing with cybersafety. I am wondering if I could have your organisation’s comments in relation to the government’s proposed mandatory internet filtering at the ISP level.

100002CHAIR0CHAIR—Ms Duxbury, can you respond first?

unknown2unknown1Ms Duxbury—Sure. I think that technology has to be part of a solution to this problem, so we would agree with that. In terms of the government’s proposed response to the issue, which is a mandatory filter, our view is that that decision was made very quickly. We believe that it would be good to see the possibility of a voluntary program explored before we have to move to a regulatory response. There are some good examples overseas of voluntary filtering working very well, particularly in the UK where the Internet Watch Foundation has been set up. It is very broadly supported by industry, including by ISPs, search engine providers and publishers.

unknown2unknown1Mr Strathdee—I would completely agree with Ms Duxbury’s comments. I just highlight the difficulties in selecting a single technology to try to implement that style of protection. This issue is a challenging one and we need to look more broadly at a combination of technologies, and also education and that sort of thing, to try to combat it. I do not think just one technology is going to be the solution.

unknown2unknown1Mr Thompson—I tend to agree with that. I would hate the public to get the wrong impression that there is some quick technological solution for inappropriate content, because there is not. That is one of the challenges. As I mentioned earlier, the idea of making a collective group of people, including parents, businesses and government, working together to try to make the internet a safer place is important. I also think that being able to educate kids and parents about the actual power they have to control what they see and what they participate in is going to be more and more important as we get into a more distributive internet where user content is very important.

unknown2unknown1Ms Yorke—I too am very supportive of the role of technology in helping to improve safety online. I think it is a critical element to an overarching strategy around cybersafety. As Jenny has mentioned, there are some great best practices that we can look to around voluntary filtering of child abuse images elsewhere in the world, and of course the Internet Industry Association announced last year that they would be introducing a similar voluntary filtering model within Australia. I believe they had three of the top five ISPs signed up to that program—I am quoting that off the top of my head, so that may not be exactly correct, but that is my recollection.

unknown2unknown1Mr Thompson—I think that is right.

unknown2unknown1Ms Yorke—The government’s policy was a little bit broader in scope than just focusing on child abuse images and the breadth of scope was something that was a concern for us here at Yahoo!7. We also felt that imposing a filter through legislation might have been a little bit pre-emptive in terms of trying to seek a voluntary collaborate process with industry more broadly before jumping to that step.

I0T2Pratt, Sen Louise0Senator PRATT—A response from all of our panel members on this question would be appreciated. What hidden dangers cannot the voluntary filter protect people from? With user-driven content, clearly it is the people behind the posts. They are largely everyday human interactions. Two areas of interest for me are: the risk of bullying from peers and inappropriate friendships, where people build up trust with people whom they should not build up trust. They may be who they say they are or they may not be who they say they are. There is a lot of discussion about the important role of parents, but clearly children in society that are vulnerable, not online—in terms of parents who do not really have the skills to protect their children from vulnerable social situations—may well be the same children that are vulnerable online. What kinds of mechanisms do we need to protect them?

unknown2unknown1Mr Strathdee—I think a key consideration, in even the voluntary filters, relates to complacency. Previously, we have seen that if a technology is introduced, then people, over a very short period of time, believe they are protected and do not have to worry any further. I like many of the technologies, such as the ISP safe feeds and safe internet feeds. A parent can sign up and the ISP actually does a lot of the work in maintaining those filters. But, again, for any situation—as you highlighted with the bullying—where potentially a parent does not have the skills or does not have the participation to keep that level of safety to a high degree, we need to look at other programs, such as safe internet feeds from ISPs, where other people are involved in maintaining that level of protection.

unknown2unknown1Ms Duxbury—I think filtering technology is useful in terms of limiting exposure or accidental exposure of children to inappropriate material but that is only a small piece of the puzzle here. There are other risks that filtering technology does not address. My understanding, for example, is that with a lot of the very serious child pornography that is trafficked on peer-to-peer networks and is not going to be available on a public URL, while the technology is helpful with accidental exposure to material it does not necessarily address the problem of inappropriate material being made available online. And like Stuart, I believe very strongly that education and awareness of parents is key to addressing this issue. Some parental-control software can be helpful in monitoring children’s online activity, particularly who they have contact with—for example, messenger services. But that is not a substitute for parental awareness of what their children are doing online.

unknown2unknown1Mr Thompson—The short thing is this: this is a constantly changing environment. Technology can help you with some things that are most visible and obvious and things that we can really bring on, like child porn. There are specific websites that we work on with law enforcement, who isolate a block. But when you are dealing with something like cyberbullying you are also dealing with culture and behaviour. That is why, as I mentioned earlier, one of the tools that Facebook is going to launch will make it easier for kids to work with their parents to report bad behaviour. It is going to be really important. For example, kids who are bullied sometimes do not recognise it and they do not know how to report it. Being able to do that in an easy way, to bring their parents, teachers and others into the discussion is going to be really important to get to the root of the problem.

100002CHAIR0CHAIR—Thank you, Mr Thompson, Ms Yorke, are you still online?

unknown2unknown1Ms Yorke—Yes, I am still here.

100002CHAIR0CHAIR—Would you like to comment?

unknown2unknown1Ms Yorke—Thank you. You are quite right, Senator Pratt: filtering at a URL level will not prevent vulnerable children from being targeted online. Conversations can still take place through peer-to-peer networks, in chat rooms and through other communication services that would not be impacted by a URL-level filter solution. I guess more broadly, verification of peoples’ identity continues to be a challenge for the industry, which is also relevant to the age verification conversation, that we came in at the end of, that you were having with Mozelle from Facebook. I think this is an area that we could really try to put our heads together on and try to think about these identity issues in a more meaningful way. I would support Jenny’s views around the role of education and support in terms of helping vulnerable children recognise that they cannot trust everybody who approaches them online. We can think about a stranger-danger campaign for the online digital world. Also, cyberbullying is an example of physical bullying taking place in a different context. We need to think about how we can adapt physical bullying strategies into an online context. Organisations like the Alannah and Madeline Foundation are doing a great job of that through their eSmart program.

100002CHAIR0CHAIR—Thank you for your response. It seems that parental education and awareness play a very big part here. We have heard that throughout the hearings that the committee has conducted. Today we have heard about a preference for an opting-in filtering system. Once again, that would involve parental awareness and parents signing up. What we have heard throughout the hearings is that, just like when you have parent-teacher interviews, very often the parents who turn up are those who are informed and are not necessarily the ones you need to speak to. It appears to be the same situation here. In fact, I would have to say that, from the meetings we have already had and from going around to schools and speaking with young people, more than 50 per cent of children on social networking sites have not had any cybersafety discussion with their parents. My question to you today is: how do you get parents on board if we are saying that it is education and parental awareness that can actually address this issue?

unknown2unknown1Mr Strathdee—I think this is where we come back to extending the partnerships between industry and government law enforcement. As I mentioned, with some of the safe filters and that sort of thing being provided by ISPs, there are potential opportunities for schools, education departments and places like that to offer those capabilities and that education through the education system, so that you are reaching out to all of the individuals and not just the parents of the children who are participating in those forums. There may be other incentives that we could look at: things like providing internet access through the schools or, potentially, looking at sign-up for mobile phones, because we know that Facebook and those sorts of things are being used on mobile devices. The mobile device also functions in other capabilities and there may be mechanisms through those sign-up and age verification procedures that we could use to drive them through certain types of internet feeds. We could just extend those partnership opportunities and investigate how we could use some of the other attributes of the technology that already exist.

unknown2unknown1Ms Duxbury—I think that it could be useful to have a campaign around the importance of parents being engaged in this issue with their children. Something similar to the Slip, Slop, Slap campaign could be useful in making sure this is getting the profile it needs in the community at large. While we believe very strongly in the importance of providing training and guidance to parents, I think that this is one piece of the puzzle. We need to also focus on education within schools generally and make sure that the schools themselves have cybersafety training embedded in their curriculum so that the children are also very aware of these risks and of the part they play in addressing the issue.

unknown2unknown1Ms Yorke—Yes. This has been a bit of a recurring issue for discussion. I remember it came up at the hearing I last attended. I know through discussions with some of the staff at the department of broadband that the NetAlert program—a CD distributed to all families across the country, with various tools and filtering options available on it to be implemented on home computers—take-up rate was very low. A lot of parents felt that their kids did not need this technology but the kids next door who were quite naughty and unruly needed it more. There was a little bit of an ‘it’s not our problem’ issue. I completely appreciate that there is still a group of parents that are very difficult for us all to reach independently, with all of the work we are doing around this.

I guess there are a number of channels that we can use to try to reach those less engaged parents. I heard just last week about a cybersafety booklet put out by the New South Wales Police Force that was going out to all students in New South Wales schools. It discussed a few risk areas, one of which was around internet content. The hope was that each of those children who received a booklet would take it home to their parents for them to look at. Another channel, which I mentioned in my opening statement, would be the Safer Internet Group that is launching Q&A nights at local libraries. It hopes to target people who are less internet savvy and less comfortable navigating their home computers and who want to come to an education session that is a little bit more offline and old-fashioned, if you like. We also talked about the role that mobile devices play today and how frequently they are being used by children to access the web. May be we could look at requiring that some kind of cybersafety booklet be given with every mobile phone sold to parents who are buying a phone for their kids so that the parents actually see that and have a chance to read through it.

Lastly, I support Jenny’s suggestion for a big government campaign—that would be overwhelmingly supported by industry, I imagine—to really instil, at a grassroots level, what fundamental online safety measures would look like, much like the Slip, Slop Slap campaign around sun safety. I think that would be very powerful and it would be supported by many of the players who are doing their own thing in this space at a much broader level.

unknown2unknown1Mr Thompson—I think you have heard a bunch of good ideas and it is important to recognise that no one of them in and of itself may be significant but taken together they may be very helpful and beneficial. The challenge, especially in terms of social technologies, is to begin to build communities that are respectful and understand the kinds of risks involved. The Pew Research Centre for internet and society in the US did a study last year and found that most kids did a pretty good job at managing risks online and that they were significantly better than their parents. It showed me that there was a disconnect between how the kids use the internet and manage that and how their parents do. That means they all have to be brought together to talk collectively about how to manage their online presence. I add one other thing: cyberbullying is a little different from some of the other things that we were talking about, like inappropriate content, because you are dealing with young people who think they are in control and do not recognise when they are not. That is why having easy ways for other parts of the community to be involved in talking about appropriate and inappropriate behaviour becomes very important.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—All your sites, whether Yahoo, ninemsn, Facebook or Microsoft, collect information through search engines and history of people’s searches or, if it is Facebook, their interests. There has been some media reports that this information is not kept securely and indeed can be at times sold on to third parties for marketing. I am interested to know what your companies do in terms of both those issues—securely holding that data and whether or not you do sell it on to third parties for marketing purposes.

unknown2unknown1Mr Strathdee—Certainly I would suggest that our security would be some of the best, if not the best, in the industry. It is our reputation that is at stake there and mine as the chief security adviser. We have had a whole internal organisation called trustworthy computing that was established many years ago to secure our code, do better at writing security updates, communicating security issues, those sorts of things. In terms of how we use the data that we collect, that obviously varies from point to point, and I will use the term ‘assets’. Across all of the range of products that we have, we do collect various amounts of data and in some instances we may use those in ways that we view as line of sight to our business. We have got very clear privacy statements around how we use all of the data that we collect. I am happy to forward on, if there are any specifics—

00AUF2Barnett, Sen Guy0Senator BARNETT—Do you sell it on to third parties? That was the question.

unknown2unknown1Mr Strathdee—Do you mean external third parties or for use as part of our business?

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—External third parties.

unknown2unknown1Mr Strathdee—I am not aware that we just sell it without having a business case for Microsoft, but we can certainly follow up on that for you.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—I would appreciate that.

unknown2unknown1Ms Duxbury—In relation to this issue, we certainly acknowledge that there is consumer concern regarding the collection of information regarding their behaviour on our websites that is used for advertising purposes. Ninemsn has recently signed up to the Australian online behavioural advertising guidelines. That is a cross industry initiative. It is very broadly supported. We have now agreed to abide by certain standards regarding the way that we collect and use that sort of information. One of the key requirements is that we need to disclose where we are collecting behavioural information from and using it for third party online behavioural advertising targeting. There has also been an industry website launch that provides consumers with information about online behavioural advertising practices and will have opt-out capability for consumers to use so that they can opt out of that sort of advertising.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—So that does not mean that they can opt out at the moment?

unknown2unknown1Ms Duxbury—I think that there are number of people that have provided opt-out capability on the website. We are committed to making that capability available within the next six months.

100002CHAIR0CHAIR—Ms Duxbury, we extend the same invitation to you to provide to the committee information regarding your privacy policies.

unknown2unknown1Mr Thompson—This is an issue Facebook wants to be very clear about. Facebook does not sell information. It does not provide it to marketers. There are some people who we have seen in the press allege that, but it does not make sense from a business model standpoint. The reason that Facebook is valuable is because it keeps the sanctity of the data that belongs to individuals and if advertisers want to advertise to them, they have to go through Facebook. If they gave away the data or sold it, then Facebook would be less valuable.

I just wanted to address that myth. Secondly, there are some important people who we need to be concerned about in the information equation. We are talking about this around the world now. There are companies who engage in data mining and data scraping without the notification or consent of users. Whether they attach themselves with malicious codes, applications, or they are trolling search engines, those are the principal sources for identity theft. I think that it is important, if not for any other reason than transparency, that they identify themselves and they talk about their data practices. As far as security goes, I would agree with Microsoft that this is one of the most important areas that most of the sites that you are talking to today are involved in, because they do not just get some random hacker; some of the activities are organised by Russian mobsters or some forces within China or whatever. These are areas where the companies spend a lot of money and energy and actually share best practices to make sure that they can have the sanctity of the data that users trust them with.

100002CHAIR0CHAIR—Thank you, Mr Thompson, and again we extend an invitation to you to table information for this committee as well.

unknown2unknown1Ms Yorke—As you have heard from all of my esteemed colleagues, all of our businesses are entirely dependent on the trust of our users and their confidence that we do store their data securely. I just wanted to reiterate that Yahoo!7 is under the same pressure from users in order to maintain their trust. I also wanted to point out that we are all legally required to store personal information securely, under the Privacy Act. I can state categorically that Yahoo!7 does not share personal information with third parties without our users’ consent. There is one exception to that policy and that is where law enforcement makes a proper legal request of us in relation to an account holder that they believe to be abusing our services and perhaps committing a crime. We do work collaboratively with law enforcement to disclose information. We are very transparent about our data practices. Again, I can volunteer to share those with you in the form of links to our privacy policies. We also believe very strongly in empowering our users to have control over how their data is used by Yahoo!7. We have a range of control tools available on the site that I can follow up with more information about. Last but not least, as Jenny has mentioned for ninemsn, Yahoo!7 is also a very proud signatory of the Australian Best Practice Guidelines for Online Behavioural Advertising that have been launched today.

100002CHAIR0CHAIR—If you could provide the committee with that information, that would be terrific.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—I understand the issues to do with personal information, but I am more interested in that behavioural search history that then targets the end user. You said today that you have launched something about that.

unknown2unknown1Ms Yorke—Yes, that is right. This is exactly to the point of the self-regulatory guideline that has been launched today that Jenny and I both alluded to. We can send you a copy of the guideline if you would like. There are some great best practice principles in there—seven in total—that address issues like securely storing the data, being transparent about how data is being collected and used, providing users with choice and, very importantly, around how behavioural information which is disaggregated and anonymous can be combined with personal information under very strict circumstances. So perhaps we can volunteer to share that guideline with you.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—That would be good. Do you have anything at the moment on your website that lets people know that this information is being collected? We heard Jenny say something about there being an option coming on within six months for that website. Is there anything now that warns people that you are collecting that behavioural activity on the website?

unknown2unknown1Ms Yorke—Yes. There are very clear notices about that. In Yahoo!7’s case we currently provide the ability for users to turn off the targeting of advertisements. If they do not want to turn them off completely, they can finetune their preferences relating to which behavioural categories they have been slotted into. For example, somebody may like to receive targeted information about travelling but they may not necessarily want to receive targeted advertisements about buying a car because they have already bought a new car. Again, I can follow up with some information about where you can find those policies and those control tools.

HWA2Rishworth, Amanda, MP0Ms RISHWORTH—That would be great, thank you.

00AUF2Barnett, Sen Guy0Senator BARNETT—Mr Thompson, can you just clarify for the record the 20,000 Facebook users removed for being underage? Was that per day or per week? It seems a very high number. Secondly, can you please take on notice to provide further and better particulars regarding the Martin Bryant Facebook page take-down that we referred to earlier in evidence, and the Jo Palmer TV news presenter take-down and provide further and better particulars about that as well? I am advised that the state government made a written complaint about the former. I wonder if you have received it and acted on it. Thirdly, there is a lot of evidence put by the witnesses today about what other people should be doing about education and awareness in schools or by parents, and it seems to stand in contrast to the report released yesterday by Monash University. It was reported in the Sunday Age: ‘Teens too blase about online legal dangers.’ One of the outcomes of that survey was that one per cent of those surveyed said they would consider asking for guidance from adults about social networking and 74 per cent said they did not talk to teachers about social networking sites. You can see that they are operating in their own world and, yes, we need better interaction with parents and schools. I am sure we would all support further and better education and awareness—certainly, I do. I wonder if the messages that come through to me, and possibly to others—I do not know—are that maybe there is a bit of a cop-out here, whether the ISPs are saying, ‘It is somebody else’s problem.’ What are you actually doing to protect children online, on Facebook, and in the internet world? I leave it with you to take on notice. I know that we have the odd written submission but we have had verbal evidence today and the messages that are coming through are not overly positive about your responsibility to protect children online. Perhaps I am missing something but that is the message that is coming through. Mr Thompson, do you want to respond? Mr Thompson, are you still there? We have lost him, have we?

100002CHAIR0CHAIR—Mr Thompson, can you hear this?

unknown2unknown1Mr Thompson—I could not hear the last statement.

00AUF2Barnett, Sen Guy0Senator BARNETT—Mr Thompson, can you clarify the 20,000 Facebook users who have been removed was that per day or per week?

unknown2unknown1Mr Thompson—I will provide a written submission that will address that point. Also, the details about the first person—the murderer—and how that was handled. I asked about Jo Palmer and we could not find any record of a complaint, so, if you have any details about that, then I would certainly like to know about it. Our user operations went through the complaint database and could not find it.

00AUF2Barnett, Sen Guy0Senator BARNETT—Okay, I will certainly get that information to you. If you can provide further and better particulars about that mass murderer Martin Bryant Facebook page, that would be appreciated. You said in your opening remarks that it was 20,000 users. I wrote down ‘per day’.

unknown2unknown1Mr Thompson—That is what I thought it was but I will confirm that and see if I can have any more detail about what is in that bin.

00AUF2Barnett, Sen Guy0Senator BARNETT—Thank you.

100002CHAIR0CHAIR—My question is to Mr Thompson: when will the new social reporting feature come online and be available?

unknown2unknown1Mr Thompson—I am not sure yet. It is something they are working on right now. I have not heard when they are going to release that but I can try to get back to you on that one as well.

100002CHAIR0CHAIR—In relation to opening an office in Australia, you said—

unknown2unknown1Mr Thompson—We already have an office there.

100002CHAIR0CHAIR—But in relation to providing someone here.

unknown2unknown1Mr Thompson—Yes, we already have an office with, I think, 10 or 12 employees. They are mostly involved in the business side of selling advertising. I said we are going to bring someone on board to deal with policy issues, so that is the person we are in search of right now.

100002CHAIR0CHAIR—That is what I am referring to. When we had the roundtable hearing, you discussed the issue of bringing someone on board in Australia to deal specifically with policy related issues. Would they be based in the same office?

unknown2unknown1Mr Thompson—I do not know that they are going to be based in the Sydney office, but they will be based there in Australia. We are looking to someone who is Australian.

100002CHAIR0CHAIR—Is there a time frame for that?

unknown2unknown1Mr Thompson—I cannot be definite about it. I know that they have gone through several rounds of interviews already, so I think it is going to be very soon.

00AUF2Barnett, Sen Guy0Senator BARNETT—Will that person help deal with complaints?

unknown2unknown1Mr Thompson—I think that they will help facilitate, especially if there are things that look like they need to be escalated. As I said, we have a 24/7 service and there is a dedicated person in Palo Alto who deals with Australian issues. I am sure whoever is brought on board as the Australian representative will be working with the security and user ops people who are dedicated to Australia.

00AUF2Barnett, Sen Guy0Senator BARNETT—The reason I ask is that the Tasmanian government had to write a letter regarding the Martin Bryant matter despite it being in the public arena for many, many days and causing angst and offence to so many people. If there was somebody in Australia who could deal with it, obviously that is part of the solution. But you are acting on a complaint. I assume you still take down sites even though you do not receive complaints.

unknown2unknown1Mr Thompson—I think that we do sometimes, but the primary way that we get notified is by complaint, because, with the volume of people on the site, it is hard for us to tell which are legitimate complaints, which are not legitimate complaints and the nature of the complaint.

00AUF2Barnett, Sen Guy0Senator BARNETT—So it is primarily a complaints based mechanism and then you respond to that. My concern is that there are so many sites that are set up which use false identity or inappropriate, offensive or, indeed, illegal information and nothing will happen unless there is a complaint. That is the concern I have.

unknown2unknown1Mr Thompson—That does not happen as regularly on Facebook as it may happen in other places. I do not think that you can think of Facebook as a site of 500 million people; it is 500 million individual networks. So if there is someone on there who tries to be on someone else’s network they are likely to report it. That is how a lot of what happens on Facebook works so well, because it is based on real names and verifiable email addresses.

00AUF2Barnett, Sen Guy0Senator BARNETT—The CheckFacebook website last week, on 16 March, said there were 650 million Facebook users worldwide, which seems to be a bit different to your figure of above 500 million. I noticed the New York Times valued your business at $50 billion for 2011, and the revenues are doubling each year and the advertising revenue in Australia is doubling each year. Does that sound about right to you?

unknown2unknown1Mr Thompson—I do not know. I know that it is over 500 million. If you take a look at the Facebook site, that is officially what they are saying. I do not know the source of the information that you have, but I will tell you that it is over 500 million. That is what we testify to.

HWO2Hawke, Alex, MP0Mr HAWKE—I just want to turn to this issue of the cybersafety ombudsman and the potential for the government to put an ombudsman in place—or perhaps a cyber tsar. I am not making fun of that proposal; that may be a worthier initiative. Can I have comments on your organisation’s position on the benefits of a cybersafety ombudsman or, if indeed you prefer it in PM&C, a cyber tsar model?

unknown2unknown1Ms Duxbury—I would like to know more about exactly what the role of the ombudsman would be. There are, of course, organisations that are currently tasked with dealing with specific cybersafety issues. ACMA obviously deals with complaints about inappropriate content, and the AFP is very well placed to deal with the most serious cyber crimes. If there were to be an ombudsman, I think one of the challenges would be that a lot of cybersafety issues can be offshore, so there is the jurisdictional challenge of how an ombudsman would deal with complaints relating to, for example, inappropriate offshore material. That is probably all I can contribute to that.

unknown2unknown1Mr Strathdee—From a Microsoft perspective, whether it is an ombudsman or a cyber tsar, it is really just terminology for a central point of coordination. There are a number of activities taking place across the different areas of government. Certainly in the industry there are a lot of people doing a lot of work, but leadership is what is critical. We need to get a body or an individual in place that demonstrates that they have pulled all of the data together and that they are going to focus on two or three key areas and really demonstrate leadership.

unknown2unknown1Ms Yorke—I would echo Stuart’s comment that a lot of work is taking place on cybersafety issues across a number of different departments at the moment, which sometimes makes it a little difficult for industry to actively contribute and focus energy on supporting those efforts. A benefit of having an ombudsman or a cybersafety tsar—whatever we want to call that person—would be having one coordinated, central point of contact through which industry could channel a lot of its efforts and energies to help support and participate in a lot of this work in a more focused way. I would like to avoid having yet another person empowered to deal with these issues without addressing the fact that there are already a number of disparate work streams. I hope the aim of creating such a role would be to coordinate all those efforts across departments to help focus all our energies in a much more clear way on trying to work together to help solve the problem. So at this point I do not really have a clear preference for or against. I do not really have a good sense of what is being proposed. But, just off the cuff, those are my thoughts.

100002CHAIR0CHAIR—Thank you. Mr Thompson, do you have a quick comment? We really need to wind this up.

unknown2unknown1Mr Thompson—I am a bit agnostic as well. The thing I would be concerned about is this. It could be useful to have a person who can help coordinate at least a message or communications across multiple jurisdictions, because there are a lot of branches of government that work in this area. But I would be hesitant to label someone a ‘tsar’ or something like that, because I think it would raise public expectations in a way that may be beyond what that person could possibly do.

100002CHAIR0CHAIR—I would like to thank everyone here today for giving evidence. If the committee has any further questions, the secretariat will be in touch. I will just flag that there are a number of committee members who have said that they would like to put some questions on notice, given that we have run out of time. If you could answer those through the secretariat, we would appreciate it. Thank you very much.

[11.49 am]

unknownunknown2CLARKE, Dr Roger Anthony, Private capacity

100002CHAIR0CHAIR—Before proceeding, I remind you that this is a public hearing. Is there anything you would like to add about the capacity in which you are appearing before the committee?

unknown2unknown1Mr Clarke—I am Principal of Xamax Consultancy Pty Ltd, which focuses on strategic and policy aspects of information technology. I have a range of affiliations which are of relevance. However, I am appearing today in my private capacity.

100002CHAIR0CHAIR—Are there any other areas you are involved in that you would like to have on the record?

unknown2unknown1Mr Clarke—I mentioned them in the submission. That is probably sufficient.

100002CHAIR0CHAIR—Although the committee does not require you to give evidence under oath I should advise you that this hearing is a legal proceeding of the parliament and warrants the same respect as the proceedings of the House and the Senate. The giving of false and misleading evidence is a serious matter and may be regarded as a contempt of parliament. Would you now like to make an opening statement?

unknown2unknown1Dr Clarke—I will try to be brief, given the time, I am sorry.

100002CHAIR0CHAIR—I apologise. We realise we are running behind time.

unknown2unknown1Dr Clarke—I have a second apology, which is for the lateness of the submission, which reached you only this morning.

100002CHAIR0CHAIR—Thank you.

unknown2unknown1Dr Clarke—In order to implement effective safeguards against cyber threats, it is essential to appreciate the nature of Internet technologies and the social patterns that have emerged around them. Understanding of the various categories of threat must not be generalised from mere anecdotal rumour but rather their characteristics must be studied and analysed. Measures to address them then need to be practical and demonstrably effective, not disproportionate, and not unjustifiably harmful to other human values. Content filtering, when used by individuals, has some limited value but, because it can only ever catch a small proportion of unwanted material, filtering alone is not enough. Content filtering at the network level, or mandatory filtering as it is sometimes called, is ineffective in its primary purpose. It also has side effects that are seriously harmful. An addendum to the submission that I provided this morning summarises why mandatory filtering is not a credible measure. The Committee’s energy needs to be invested in much more effective ways of addressing cyber threats.

A great deal of the focus, which is into the positive, should be on awareness and education, as has been the theme this morning. However, a difference in the approach that I am suggesting in my paper is that the primary target of awareness in education activities needs to be young people themselves. The design of programs, therefore, needs to reflect the characteristics of young people, so the messages need to come from their peers. Those messages need to come over channels that young people regard as being their own, and those messages need to use oral and visual means much more than bland text. I have not seen the Monash University report, which you mentioned this morning, Senator, but the two figures you mentioned rang true to me—that adults are not a primary reference point for young people. That is not to say that parents and teachers, of course, do not have a role to play, particularly with the particularly young, so they need to have complementary awareness, education and training programs, but a key focus of those needs to be to enable them to have sufficient familiarity with the technological and social realities that are experienced by young people.

One thing that was finally mentioned this morning, quite late, was the mobile phenomenon. Young people are not thinking, as many of us came to do, in desktop mode; they are not thinking in laptop mode; they are thinking in handheld mode, and that brings with it a range of behaviours and a loss of a range of protections—institutional and contextual protections—which had grown up around desktops and even laptops. So we have to focus on their world.

Many of the cyber threats need to be counted by progressively inculcating self-reliance by individual young people. I wrote that sentence before the discussion that took place late in the last session about the capabilities of young people. They have capabilities—they are quite different ones from us older people—and we need to build on those capabilities, leverage them, in the usual parlance, because that is where a great deal of the counter to cyber threats is going to come from. A vital second level of safeguard is mutual assistance within groups of young people. That follows on from the simple point that young people refer to young people and listen to their peers much more than they listen to their elders. Of course, existing social institutions are still important but the young associate them with the old people, so they must not be relied upon. That is to say, conventional social institutions like schools must not be relied upon as the primary safeguard.

Having talked about those positive things, there are then a couple of areas in which I believe regulatory action is needed. The first is in consumer and privacy protection. International corporations, and most obviously Facebook and Google, operate under business models that actively exploit people and their data. Young people are particularly exposed because they are risk-takers and they get caught up in fashion and excitement—and again, there have been a couple of echoes of that in the discussion this morning. The terms of service that are offered by international corporations like these are commonly highly consumer hostile. To address this, this parliament needs to amend the recently renamed Competition and Consumer Act in order to impose minimum conditions on Internet service provision.

Some of the key areas that need to be focused on are the visibility and clarity of the terms, the processes for changes to terms, the clarity of privacy setting—raised twice this morning—control over changes to the meanings of privacy settings, and the use of personal data by the service provider for their own purposes. I was delighted this morning that each of those was raised by members of the committee.

The second area in which regulatory action is needed is in law enforcement processes. Agencies need quick and efficient access to judicial warrants. Of course, these must be controlled and certainly not self-issued or otherwise extrajudicial, but international corporations that make services available in Australia must be subject to legal obligations to comply with those judicial warrants.

100002CHAIR0CHAIR—Thank you very much, Dr Clarke. Would you be able to expand a little for clarity? We have heard today from a number of organisations, specifically in relation to privacy and the collection of personal data. Would you be able to expand for the committee on where you think that should be heading?

unknown2unknown1Dr Clarke—There are privacy policy statements published by organisations—I am going to focus on Facebook and Google because that is where a large proportion of the problem arises—but they are difficult to find. In some cases, and Google is a case in point, it can be very difficult to work out which document of about a hundred different hot links is actually the relevant one at any given time. Those documents also change over time and in many corporations’ cases there is no track kept of what changes occurred when. Trying to line up the statements that are made by those corporations with Australian law is particularly difficult. This applies equally to consumer terms and to privacy terms. So what we have to achieve in order to overcome a number of cyber threats—it does not apply to all but applies to a number of them—such as identity fraud, the abuse of personal data and cyber stalking, is to establish much more clearly the rules of the game and establish them at a much deeper level than the level at which organisations are operating at the moment. And we must set baselines; we must require organisations to comply. We have heard it again today where yet another piece of industry self-regulation is being rushed out the door, literally today we are told, to cover up some of the holes that are being found by the public in existing self-regulatory arrangements. The public expects much more than that. It expects parliament to say, ‘We have got to draw some lines in the sand. This has been going on long enough and enough experience has been gathered. We are not rushing into this, we are going to set a baseline and impose conditions on terms of contract.’

HWO2Hawke, Alex, MP0Mr HAWKE—In relation to your proposed amendments to the competition law concerning major social network sites, do you have any suggestions or recommendations for lifting the standard or adequacy of the law in enforcing minimum ages for users?

unknown2unknown1Dr Clarke—It is not something that I have thought into. My belief is that while we need to set norms and standards—and typical discussions have been about setting 13 and 18 years as threshold measures—we have got to be very careful about doing so. One of the reasons is that all of the technological measures we can implement are subject to countermeasures. Those countermeasures are found very quickly by young people who are so minded and those young people encourage others. They do not necessarily encourage others to rush off and see this dreadful content that nobody wants you to see, but they do encourage the attitude that if the authority figures do not want you to do X then here is how you can do it. In other words, it is youthful rebellion. By having these thresholds too low and by trying to repress or suppress young people for too long we actually encourage the kinds of behaviours that we are trying to calm down. So we have to be very careful about how we do these things.

It is also the case that individual maturation occurs very differently in different individuals. Some 13- and 14-year-olds in their Internet behaviour leave the likes of you and me for dead—they are much more aware. My argument in one of the papers that I have drawn to your attention is that 13- and 14-year-olds on average are probably more mature in their behaviour than 23- and 24-year-olds. The Facebook generation who have self-exposed and exposed their friends are taking a long time to learn that this can do you damage. Young people have seen these examples go before them and have laughed at them. So there is actually more maturation going on down in the teens at the moment than there is in the twenties. I am not saying that therefore we should not have controls, we should not have support. I am arguing that we have got to encourage the people who are 13 and 14, who understand these things, to proselytise the rest, crossways within cohorts.

HWO2Hawke, Alex, MP0Mr HAWKE—I understand that and thank you. Just turning to something else for a moment, you were making some comments about internet filtering. Your view of government policy, just to clarify, is that a mandatory filter will not achieve the objectives—

unknown2unknown1Dr Clarke—It will not achieve the objectives.

HWO2Hawke, Alex, MP0Mr HAWKE—that the government states. What is your alternative?

unknown2unknown1Dr Clarke—We have to look at the broader problem—an alternative to a filter. If the filter’s objective is to ensure that nobody ever sees material that they do not want to, or should not, see ever again then, I am sorry, there is no alternative. The world does not work like that in the physical sense; the world in the Internet context does not work like that either. It is not an achievable objective. That is the reason why I turned to the sorts of positive things that can be achieved through education, awareness—crosswise and so on—and specific regulatory targets where real benefits can be achieved.

HWO2Hawke, Alex, MP0Mr HAWKE—One witness summed it up in one of our hearings by saying that if we train people to use the filter between their ears that is the best way to prepare them for the internet.

unknown2unknown1Dr Clarke—Yes. I would just add to that—progressively. A 10- or 12-year-old has not got much to start with but gradually, if we can progressively inculcate and encourage them to get a filter between their ears and have them learn that from the behaviour of parents, learn that from the behaviour of peers they respect—which is a much stronger reinforcement channel—that is a much more effective way to achieve filtering, if you want to call it that, than imposing some technological measure on the Internet.

100002CHAIR0CHAIR—In relation to education and awareness—and you spoke about parents being good role models—what do we do when parents do not even access the internet or do not engage with their children in discussions about internet safety? That reflects what we have heard from a number of witnesses. How would you respond to that?

unknown2unknown1Dr Clarke—There is no simple solution to that, and I totally agreed with the point that you were making earlier that a lot of the people you are trying to reach are the people who will not come to those kinds of events.  ‘Twas ever thus, as they say. We are not going to change that. There is always going to be that difficulty, for several different reasons. One of them is sheer fear by the parents of: ‘What is this Internet thing all about? I have got the vaguest of ideas but my kid understands this so much better than I do; what can I possibly do about it?’. Some of it is fear; some of it is simply insufficient responsibility to their children.

I think what emerges—and here is a point where I might be in agreement with Mozelle Thompson—is that we have got to have a spread of different strategies and different programs running. Although the Slip, Slop, Slap example that keeps cropping up is a bit of giveaway, a bit of a stab in the dark, there is a benefit if you think through what objectives we are trying to reach. That kind of campaign did demonstrably reach parents and it also reached a proportion of those that are normally fairly hard to reach. That message got through. It got through to a lesser extent, I think, to young people, so if we are trying to target young people we have to find other channels. Advertisements are not the key thing for kids. They absorb their information in other ways. But mass media campaigns for parents, done the right way—it has to be really catchy; it has to be one of those ads that really clicks for the age groups we are trying to reach, which are current parents, not us grandparents—do have some merit in trying to reach a reachable part of those missing parents. As I say, the majority of kids are going to learn the majority of what they want from their peers and from their environment.

100002CHAIR0CHAIR—You just said mass media campaigns do not necessarily reach the target audience if it is young people, but we have many issues that have been raised already in the parliament relating to young people. There used to be smoking and alcohol advertisements but we no longer have them. Now there is a push for restrictions on food advertising, especially directed at children. Would you be able to clarify that comment that it would not necessarily have an impact on children and teenagers?

unknown2unknown1Dr Clarke—I think a difference that I would be trying to draw out is that there is a difference between removing impetus for bad habits—so banning particular kinds of advertisements targeted at young people—and coming up with a stimulative program, which is what this would be looking to do. The slip slap slop campaign was not saying that the sun is bad; slip slap slop was saying, ‘When you are in the sun, you need to do this too.’ It was a positive message. That, I think, is what the slip slap slop argument was: trying to reach at either level—parents or children—and spread a positive message in a catchy way for the target group. In terms of banning things, I cannot see—

100002CHAIR0CHAIR—Removing—it was not banning. It was just that because people were listening, they were then removed. Would you say that it would need to be a campaign that is targeted at both parents and young people, but would take in perhaps television advertising, radio advertising and online awareness? Would it be that sort of the campaign?

unknown2unknown1Dr Clarke—It would certainly be multi-channel because so many people are subject to many different channels. The only variation to what you have said that I would pursue—and the reason the cloud passed across my face—is that with young people viral marketing is going to be the most important mechanism that you are going to need to use. I do not believe advertisements in the sense of billboards and billboards converted into other media are having a big impact on young people these days. I do not speak as an advertising executive or an advertising researcher, but that is my impression. Viral marketing is perceived to be within their community—that is the reason it works.

00AUF2Barnett, Sen Guy0Senator BARNETT—I refer to the Monash University report—I understand it was released yesterday or today—Teenagers, Legal Risks and Social Networking Sites. It is a public document. It was in the Age yesterday. I would like to table that article for members of the committee. I have distributed that. With regard to this self-policing of online ads or online behaviour of advertising, we have seen that there will be voluntary guidelines which will be announced today. You referred to them in your opening remarks. Do you acknowledge that, with these organisations that we have heard from this morning and indeed others, there is the on-selling of behavioural habits of users online? Is that happening as we speak?

unknown2unknown1Dr Clarke—I would like to say ‘yes’ but I have to qualify it a little. The word ‘selling’ is a trap in the questioner’s mouth. We always have to get rid of the word ‘selling’ when we are asking those kinds of questions and talk about ‘transfer under any circumstances’. I do not care whether it is trading, gifting or exchange, because there are many uses of weasel words by organisations that are trying to avoid telling the truth. There is definitely considerable availability through various means of that profile data to many companies other than the company that originally collected the information.

00AUF2Barnett, Sen Guy0Senator BARNETT—And much of that without the consent or knowledge of the person involved.

unknown2unknown1Dr Clarke—A lawyer can quibble on behalf of the large corporations because they construct their terms in such a way that you have consented to everything that they might ever do. You are deemed to have read the terms which deep, deep down—I have spent a deal of time and have published some articles from the research examining many of these terms and it takes an awfully long time to sift through them to find the things you are looking for. But you are deemed to have had knowledge as well. So the lawyers can quibble and say, ‘Oh, it is with knowledge and with consent.’ Most of us as lay people would say, ‘No, I didn’t realise that. No, I did not say yes to that.’ So I agree—it is generally without effective knowledge and consent.

00AUF2Barnett, Sen Guy0Senator BARNETT—I would like to move to the topic of your understanding of identity theft. I have used two examples in Tasmania that have occurred in the last month or so, which are deeply distressing. More generally, how prevalent is it? We had the figure of 20,000, and he is just checking whether that is per day or per week. Either way it seems a lot to me. A Facebook site has been taken down because they are under-age—they are under 13. To what extent is identity theft, incorrect, inappropriate, offensive and illegal material being placed online, and specifically on Facebook? Do you have a view on that?

unknown2unknown1Dr Clarke—Factual data on Facebook numbers? Certainly, I have no feel whatever. Conceptually, I think we need to distinguish three separate things here which become confused in the conversation. The first is the notion of a pseudonym, the second is identity fraud and the third is identity theft. I can take those in that order.

The notion of pseudonym is a name or code, an indicator for a person, which is not their normal, commonly used name in other circumstances. The notion that an organisation, be it Facebook or anybody else, can actually preclude the use of pseudonyms by people is of course laughable. The company can have all the policies in the world but its actual impact is always going to be limited. Many people use pseudonyms a great deal, many of them use them for highly constructive and downright vital purposes such as protecting themselves, physical safety, and some people, of course, use them for nefarious purposes and criminal purposes. Pseudonyms are—

00AUF2Barnett, Sen Guy0Senator BARNETT—I am asking you how prevalent all of this is. We had the example where the 17-year-old schoolboy was involved in harassment for allegedly hijacking a girl’s Facebook page and posting an open invitation for a 16th birthday where 200,000 people were invited. That is just incredible. To what extent is this type of behaviour happening online?

unknown2unknown1Dr Clarke—The next step then is pseudonyms which are used for the purpose of misleading people as distinct from merely covering one’s most commonly used identity. I do not think that the incidence of this is vast but the impact of the individual instances can be quite significant. At this point we are talking about the concept of identity fraud. Identity theft goes much further. It is rare; it involves identity fraud being performed so comprehensively that the individual who used to use the identity cannot afford to keep using it. The most common context is where a person takes advantage through successive identity fraud transactions in the financial sphere to borrow money and creates such a terrible credit rating that that person can never again borrow money. It is often the original person who has to change their name to get out of that difficulty. That is identity theft. It is extremely rare in Australia; it is not all that common in the United States and the term is used and abused continually, particularly in US government and amongst corporations. ID fraud is not wildly uncommon, but we again should not conflate the use of pseudonyms with ID fraud or ID theft, each of them needs to be teased out separately.

In the two cases that you mentioned—I am aware of the Bryant instance, I was not aware of the Jo Palmer incident at all. Each of those sounds like a pretty convincing ID fraud instance. These things are actually surprisingly hard to ever prevent. Your focus today on achieving coherent take down processes a lot faster than 72 hours and with much greater ease of finding the place to post the complaint in the first place are to me very important processes and priorities that this committee should have.

00AUF2Barnett, Sen Guy0Senator BARNETT—Indeed at the moment you think they are inadequate.

unknown2unknown1Dr Clarke—I certainly do. In one of my affiliations as chair of the Australian Privacy Foundation we have been trying to deliver a nomination form to Facebook over the last week. They have been nominated for a Big Brother award unsurprisingly. Our policy is to deliver the nomination to them so that they can comment if they wish before we have the judgment. That is only polite. We cannot find an email address. We have been around, we all wear suits, we are all in business and we cannot find an email address to reach Facebook with. We find that extraordinary. I have had some positive experiences, specifically in relation to Google, who I have bagged today. Again in the Privacy Foundation role, we handled a complaint relating to some very sensitive personal data that was up on the net and in Google’s cache. The response times there were well under 72 hours to get that down off the net and it was handled, we felt, quite well by Google. That is the sort of standard that needs to be set and required of these organisations.

100002CHAIR0CHAIR—You were not able to contact Facebook?

unknown2unknown1Dr Clarke—We have actually resorted to a fax number because that was the only way that we could quickly, without sending something by airmail, electronically deliver that document.

00AUF2Barnett, Sen Guy0Senator BARNETT—This is not surprising, though. I have heard of similar circumstances where people have, likewise, tried to contact them to express complaints or express a view and have had the dickens of a trouble making contact.

100002CHAIR0CHAIR—Which refers to the question of having an office in Sydney or a person based there who can actually deal with those issues, as opposed to them saying that they do have an office but it not being contactable.

unknown2unknown1Dr Clarke—In our original contact with Google to achieve a take-down—and remember, we have no standing; we are a volunteer organisation which is somewhat known around the country; that is all—we had a contact in Google Australia. Because that person said, ‘Yes, that passes muster,’ we had the means to get through to Google United States with credibility with that message. That is absolutely essential in Australia.

Can I just follow through on what I felt was a key point that arose late in the piece—the ombudsman notion that is in your terms of reference. As it is declared in the terms of reference, I do not immediately wax enthusiastic about it, any more than I wax enthusiastic about a cyber-tsar. However, if it were a clearing house for information in each direction—if that were the conception, and then it does not matter what name it has—that would be highly valuable.

To give an example: in relation to privacy and consumer complaints, I am in the process of trying to develop a website which will identify all of the organisations in Australia—public sector, public-private partnerships and private-sector ombudsmen—that will accept complaints, defining what sector and what constraints they have got. It is becoming a very big table, and it is taking an awful lot of effort to put this together. And the citizen is supposed to work this out? I cannot work it out, and I work in this field. So if there were a clearing house of that nature and if it were only focused on cybersafety, so be it. That, I believe, would be a significant improvement on our current situation.

00AUF2Barnett, Sen Guy0Senator BARNETT—Are you aware of this report by the Blue Coat Systems security company that says: ‘Facebook is the new frontier for fraud. In 2010, social networking rose from the 17th most treacherous web terrain to the fourth, behind pornography and software sharing sites.’ We have talked about identity fraud, identity theft and cybersafety and security issues. Is that consistent with your thinking and anecdotal feedback on where things are at, at the moment?

unknown2unknown1Dr Clarke—I am not aware of the particular report. I feel fairly comfortable with the assertion that is being made. On this occasion, however, I would want to rush to the defence of Facebook. Any significant community which develops and which then develops into commercial contexts will attract fraudsters in droves, especially during its early stages when the social institutions and processes that are involved are still new and there are lots of newbies, lots of enthusiasm and lots of people to fleece. So it is not entirely Facebook’s fault—yet. In due course, it will become Facebook’s fault if they do not get on top of this.

00AUF2Barnett, Sen Guy0Senator BARNETT—Yes, but of course they have a responsibility to protect their users in terms of privacy. The Canadian privacy commissioner last year investigated Facebook in Canada and apparently its report led to changes to the privacy guidelines and settings used by Facebook. Are you aware of that?

unknown2unknown1Dr Clarke—Yes.

00AUF2Barnett, Sen Guy0Senator BARNETT—So, really, there is still a lot more that can and should be done to protect the privacy, safety and security of people online—specifically, on Facebook?

unknown2unknown1Dr Clarke—There is a huge amount still to be done. There are enormous difficulties. I do refer in some of the supporting documents to some of the specifics.

00AUF2Barnett, Sen Guy0Senator BARNETT—We are out of time. I do appreciate your feedback.

100002CHAIR0CHAIR—Thank you, Dr Clarke, for your appearance today and your submission. If the committee has any further questions—and there may be some questions on notice because some people did have to run off to a division—the secretariat will be in touch with you. I now declare this public hearing closed.

Committee adjourned at 12.18 pm

